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Abstract 

As we know, the State Public Registry uses Blockchain Technology in Georgia. 
Naturally, the document turnover proceeds in the Georgian language. However, due to 
the peculiarities of this language and, also, the small number of Georgian-speaking 
people, there has not been made significant progress in the computer processing of the 
Georgian language, so far.  The present paper investigates the implementation of well-
known machine learning algorithms for the Georgian language in the public registry 
using the blockchain system (this, in turn, will facilitate the complete computer 
processing of the Georgian language (NLP) and use it for other purposes as well). 
However, it should be noted that the Georgian language differs from other languages a 
lot, which makes it necessary to modify the algorithms in order to successfully work, for 
example, for English or other already processed languages, to the needs of Georgian 
with its grammatical peculiarities.  Moreover, it should be noted that the use of the 
approaches proposed by us in this paper further accelerates the work of this algorithm 
at the expense of reducing iterations and saving computing resources. A more general 
purpose of the research is to make it possible to classify texts in the blockchain system 
the existing documents in registry repositories, identify minimal editing distance 
between words, calculate the probability of probable sequences between given words, 
and so on. 
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1. Introduction 
Georgia is the first country in the world that successfully implemented blockchain technology 

in real estate registration. The National Public Registry Agency was the first to use blockchain 
technology in land registration in February 2017. The use of blockchain technology makes 
registration operations accessible, transparent, and even more secure around the world, making this 
service free and convenient for citizens.  

Merging blockchain with AI-based NLP supports confidentiality gaining huge attention from 
the global audience. The main features of blockchain such as fault-tolerant, immutability, and 
irreversible made it an ideal to carry the sensitive data using NLP algorithms. The decentralized 
architecture gives us a reliable database for the data. So, Blockchain is an ideal technology for AI-
based NLP systems. Blockchain and NLP together support confidentiality in organizations when it 
comes to securing sensitive data. ML algorithms are used on the Ethereum blockchain allowing 
machines to learn from data stored in a blockchain (decentralized database). This gives them the 
possibility to manage their own data. The blockchain has many applications that have been used in 
machine learning and natural language processing, such as a smart contract that could be made in 
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order to automate payment processes between two individuals also between two companies and it 
ensures the confidentiality of the transactions[1-3].  

In order to classify hundreds of thousands of documents located in a decentralized system  
considering various content requirements, it is not enough to simply use standard mechanisms. it is 
necessary to use more complex - intelligent algorithms, on the basis of which it will be possible to 
determine the semantic meanings of verbal texts by giving different contexts, to calculate the 
percentage similarity between the given words. To detect the probability value of their possible 
sequences also, to construct additional information from the given text, besides the traditional one, 
for carrying out further intellectual manipulations, get precise answers with higher accuracy to the 
needed request create daily evolving intuition models,  that will  let make predictions with the 
highest accuracy. One of the main instruments for achieving  this goal  is the  word: morphological 
composition and semantic meaning of  the connection of the alphabetical  characters.  

on the one hand, the novelty of our approach suggests the Georgian State Registry system 
should obtain machine learning components and mechanisms, which, in turn, will be processed by 
the Blockchain system. 

Here, it is implied that already existing text documents will be used as the needful information 
necessary for educating and training; and the documents created in the future will serve as a means 
of   developing (modifying) potential models. It is common knowledge, that given language X 
undergoes changes over time, even at the least.  The old norm might be replaced by a new one, or 
both may coexist and etc. That is, the model will be "self-developing", which is flexible to this type 
of innovation. On the other hand the novelty, is that the principle of operation of such algorithms (in 
the case of computer processing of the Georgian language [5-7]) within a decentralized system will 
be differ technically from  their classical nature [4]. 
 
 

2. Existing NLP algorithms and their modification taking into account the specifications 
of the Georgian language 

2.1 Minimum Edit Distance 
To find the most correct candidate wcorrect with the wrongly given word werror,  first of all, 

it is necessary to calculate the minimal editing distance of the word. This approach requires 
checking all the members of the word block (a unique list of words). That is, if V=1000000, then 
the major cycle's iteration is i=V=1000000, too. Finding  the minimal editing distance could be 
done by following a classical algorithm (1) [1]: 
 

 
 
In this case the value of every single activity is: insert=1, delete=1 and substitution=1; also, 

the number of minimum editing steps = minimum sum of the weights of the editing activities. This 
is because the weight of  each of  the three activities  equals to one another. There is an approach 
where the replacement activity = 2. In this case accordingly, the third branch of the algorithm looks 
differently. See Formula (2) [1]: 
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The principle of its operation is shown in the dynamic programming table and how it is 

possible to transform one word  by the best replacement candidate. See Figure 1. 
 

 
 

Figure 1. Diagram design after Gusfield (1997) [1]. 
 

Now, let's go back to the needed iteration number to achieve the aim. As we mentioned in the 
example i=V=1000000; This value can be limitlessly higher for the Georgian language, though.  

Now back to the number of iterations needed to reach the desired goal. As we said, for 
example i = V = 1000000. However, this value in the case of the Georgian language can be 
indefinitely high. Based on the results of our earlier studies, we can claim that Georgian possesses 
words by whose unchanging part ( so-called lemma) and  the correct concatenation of the matching 
morphological representatives  around 5000 grammatically correct forms of the given word may be 
generated [8-12]; e. i, V in this case will be extremely high, maybe tens of millions. See the picture 
where using a root „წერ“ and all the word forms have automatically been generated by our program 
[8]. See Figure 2. 

 

 
 

Figure 2. Generated words [4]. 
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It presents one side of the issue.  On the other hand, since in a decentralized system 
information is scattered around on different locations, such a high iteration rate for each word will 
lift the problem to a much higher degree.  

Our approach enables to generate all the correct forms automatically by giving the 
unchanging part of the word. We have already done research in this direction and created an 
application that, in case of identifying the root by using the necessary morphological atoms, can 
automatically generate all the grammatically correct forms only of this word. That means, if we say 
that in the classical case, for example i = V = 1000000, as a result of this optimization, we use only 
those words that the program itself gave us, i.e. i=V=5000 [8, 13]. The difference is big and 
obvious.  It, also, should be underlined that in the first case V is constant or in worse case a growing 
value. After the modification, vice versa, V is no longer constant  and has a low value in many 
cases- based on the nature of the word it may not be 5000 but considerably less. 
 

2.2 Multinomial Naïve Bayes Model 
Now, let us generalize this method and apply it to other cases, for example, Multinomial 

Naive Bayes Model (3). 
 

 
 

In this case, the probability that the given word or document wi belongs to the given class ci 
depends on the number of unique words contained in the corpus, i.e., On V.  This unit plays a vital 
role in the quantity of iteration as in the value of probability. In our situation, decreasing V 
increases the speed and, in addition, the probability - a new value (unit) specific to the context of 
this algorithm. It is necessary to mention that the classical V - is the unit size and, in our approach- 
the consequence or collection subset (4). 
 

 
 
In the specific case we have (5): 

 

 
 
And therefore end up with (6): 

 

 
 
Now let’s consider the general case when the given word is entirely unfamiliar to the model. 

Without a doubt, according to the formula mentioned above, its quantity will equal zero, and 
consequently, the classification process in sum will be zero, too. It is obvious that such a case 
should be avoided. 
 
 

2.3 Laplace (add-1) smoothing for Naïve Bayes  
Hence, let’s use the Laplace (add-1) smoothing for Naïve Bayes which is represented in the 

following formula: 
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The (6) depicts that even if in the numerator, count (w𝑖, c) is equal to zero, it will always have 

a constant one added to it, which completely excludes the existence of zero in the sum. It should be 
mentioned that the input of a constant value is normalized-compensated by the number of words in 
the corpus. Using our method increases the probability and spares the calculating resource 
expanses, as shown in the formula below: 
 

 
 
Moreover,  our approach considers the cases the implementation of which  simplifies the 

decision-making process for the system. For instance, it implies improving the notion of an error 
matrix by giving additional  mechanisms. However, the latter issue goes beyond the idea of the 
present paper. 
 

3. Conclusion 
In the given paper, we discussed how to reduce the size of the word database and how to 

optimize existing algorithms. On the other hand, how to combine blockchain system and NLP 
capabilities with each other. As the example is the State Public Registry of Georgia, it can be said 
that the implementation of our approach will modify the entire system and can be a trigger for 
creating an improved language model of Georgian. In addition, it is entirely possible that in this 
process new visions will emerge due to the peculiarities of the Georgian language. In general, it 
provides a more flexible intellectual tool. 
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