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Abstract 
Supervised machine learning algorithms use past knowledge to predict future events 
based on new data. In this process, the model acquires knowledge of the past thanks to 
the selected labeled examples. Having labeled data is essential in supervised machine 
learning, and as more varied the data is, the more effective the models are [1] [2] [3]. 
Different metrics are used to evaluate the complex model and it depends on the task 
itself. In binary classification tasks, metrics can be accuracy, precision, recall and F1-
score. The following loss functions are used to evaluate the performance of the 
regression model: Mean Error (ME), Mean Absolute Error (MAE), Mean Squared 
Error (MSE) or Root Mean Square Error (RMSE), 
In order to better train the model on existing data and acquire flexibility, we must 
artificially introduce some noise into the model, the so-called bias and elaborate on 
these data. A model trained by introducing noise too quickly or too slowly can underfit 
or overfit the training data, which is why a good prediction cannot be made based on 
the test data. On one hand, the model must learn well on the training data and on the 
another - it must generalize this knowledge well to new data as well. Achieving it 
perfectly is a difficult task. It is important to balance both the bias and the variance and 
choose a compromised option. 
The bias-variance tradeoff is a fundamental challenge in supervised machine learning 
models because it involves finding the right balance between model complexity and 
generalization performance. In general, a model with high bias (i.e., underfitting) is too 
simplistic and may not capture the underlying patterns in the data, while a model with 
high variance (i.e., overfitting) is too complex and may fit the noise in the data rather 
than the true patterns. 
A model with high bias typically has a high training error because of underfitting and 
high-test error, indicating that the model fails to learn important patterns and 
relationships in the data leading to inadequate predictive power. On the other hand, a 
model with high variance has a low training error because of overfitting by closely 
fitting the training data but a high test error because the model fails to generalize well 
beyond the training data. 
The Bias-Variance Trade-Off is a widely recognized challenge in machine learning 
algorithms. In the work we present one of the possible solutions how the bias and 
variance can be optimally changed to obtain an acceptable predicting model. 
In our experiment, we identified the point where the algorithm makes accurate 
predictions without having excessive bias or variance, thus we can optimize the model's 
performance and enhance its generalization ability. This is essential for developing 
machine learning models that can perform well on both the training set and unseen 
data. 
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Additionally, our experiment can provide insights into the model selection process and 
aid in determining the appropriate complexity of the model, which is a critical aspect of 
developing effective machine learning models. 

Keywords: bias, variance, machine learning, trade-off. 

 

 

1. Introduction 
Machine learning is a field of computer science that uses artificial intelligence to enable 

machines to learn and improve their methods through experience, without requiring direct 
programming. The term "machine learning" was coined in 1959 by Arthur Samuel in his article 
"Some Studies in Machine Learning Using the Game of Checkers" [4]. 

Unlike traditional computer programming, where the programmer determines the solution or 
decision, machine learning uses data as input to build decision-making models. These models make 
decisions by analyzing the interrelationships between the data, using statistical methods. This means 
that the output of decision models is based on the input data, rather than on predefined rules set by 
the programmer. 

The learning process for a machine starts with observations or data, from which it looks for 
patterns and makes decisions based on the examples provided. This allows computers to learn 
automatically without human intervention and adjust their behavior accordingly. 

Although the machine is responsible for making the final decision, the human programmer is 
responsible for providing the model with input data, selecting the appropriate algorithm, and 
specifying its parameters. 

Machine learning models can improve their predictions based on experience, just as humans 
do, by considering the success or failure of previous attempts before making the next decision [5]. 
Today, machine learning is used in various applications such as search engines to find relevant 
information, fraud detection in information systems, recommendation engines [6], and sentiment 
analysis in texts [7]. 

For instance, YouTube uses machine learning models to offer users personalized 
recommendations for videos. The algorithm determines the user's preferences by analyzing their 
engagement with videos - which videos they liked, rewatched, or subscribed to. The model can also 
evaluate the content of the watched videos, such as sports footage, fantasy genre, or historical 
videos, to match these characteristics to the user's taste. With each login to the channel, the user is 
offered new videos of their taste, based on the observed behavior of the user. 

Several techniques can be used for decision-making in machine learning, such as statistics-
based algorithms, automated analytical models, and neural networks - a machine learning 
architecture based on a biological neuron. However, choosing the appropriate algorithm for a 
specific task remains a challenge in this field [8]. 

 
2. Machine learning methods and bias-variance trade-off 

The bias-variance trade-off is an important concept in machine learning, and it applies to a 
wide range of machine learning methods, including both traditional statistical methods and modern 
deep learning models. For example, in linear regression, increasing the number of features or the 
complexity of the model can increase variance, while decreasing bias. In contrast, reducing the 
number of features or using a simpler model can reduce variance, but increase bias. Similarly, in 
decision trees, increasing the depth of the tree or the number of splits can increase variance, while 
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decreasing bias. Reducing the depth or complexity of the tree can reduce variance but increase bias. 
In deep learning, the bias-variance trade-off is often addressed using regularization techniques, such 
as L1 or L2 regularization, dropout, or early stopping. These techniques help to control model 
complexity and prevent overfitting, which can increase variance. Bias-variance trade-off is a 
fundamental concept in machine learning, and it is important to carefully balance bias and variance 
when designing and training machine learning models. 

Balancing deviation and variance is crucial to achieving good predictions on new data. The 
Bias-Variance Tradeoff is one of the challenges in machine learning, as models must learn well on 
training data while also generalizing that knowledge to new data. The model's errors may decrease 
if we slowly introduce noise during training, but at a certain point, the errors in predicting test data 
will increase, indicating overfitting. The point at which predictions deteriorate is called the bias-
variance trade-off point. If the model does not fit the training data well, indicating underfitting, we 
cannot achieve good predictions on the test data for complex tasks. We must find a balance between 
overfitting and underfitting the existing data in order to achieve good predictions on new data. It is 
important for a machine learning model to learn from the training data and not from the test data to 
avoid overfitting and ensure good generalization performance on new, unseen data. Figure 1 
illustrates this concept. Introducing some noise (deviation or bias) during training can improve the 
model's flexibility on different data. Ideally, the trained model should have low bias and low 
variance. 

There are three main approaches in machine learning:  

• supervised learning 
• unsupervised learning  
• reinforcement learning 
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In supervised learning, the algorithm learns from labeled training data to create a mapping 

function that can make good predictions on test data. This mapping function is also called the target 
function, as it approximates the correct results. The prediction error of a machine learning model 
can be decomposed into three parts: bias error, variance error, and irreducible error. 

 
2.1. Irreducible error 

Irreducible error, as the name suggests, cannot be reduced no matter how good the algorithm 
is. This error stems from the intrinsic structure of the task and may be caused by various factors, 
such as unknown variables affecting the mapping function. 

 

2.2. Bias Error 
Bias error refers to the difference between the mean prediction of our model and the actual 

value we are trying to predict. A model with high bias underfits the training data by oversimplifying 
the model, resulting in large errors on both training and test data. In general, parametric algorithms 

Fig 1: Variance and Bias different cases 
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have high bias, which makes the model computationally efficient, but not flexible enough to fit the 
test data. On the other hand, a low bias indicates a more complex model that can make accurate 
predictions on a complex task. A low bias suggests fewer assumptions about the shape of the target 
function, whereas a high bias suggests more assumptions about it. 

Machine learning algorithms such as decision trees, K-nearest neighbors, and support vector 
machines are known for having low bias. On the other hand, linear regression and logistic 
regression are characterized by high bias, which may result in oversimplification of the model and 
poor predictions. 

 
2.3. Variance Error 

Variance is a measure of how much the predictions of a model vary when different training 
data are used. A model with high variance pays close attention to the training data and may not 
generalize well to new, unseen data. This results in good performance on the training data but high 
error rates on the test data. On the other hand, a low variance model is less influenced by the 
training data and is more likely to generalize well to new data. It produces consistent predictions 
with small changes in the training data. In general, non-parametric machine learning algorithms that 
are highly flexible have high variance, such as decision trees. In contrast, linear regression, linear 
discriminant analysis, and logistic regression have low variance, and they produce consistent 
predictions with small changes in the training data. The ultimate goal of any machine learning 
algorithm is to achieve low bias and low variance, i.e., to be able to make accurate predictions on 
both the training and test data. Figure 2 illustrates the ideal prediction, which is the center of the 
target. Moving away from the center indicates that the predictability of the model is decreasing. 
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In machine learning, there is often a trade-off between bias and variance, with parametric or 

linear algorithms typically having high bias and low variance, while non-parametric and non-linear 
algorithms have low bias and high variance. 

For example, the K nearest neighbor algorithm tends to have low bias and high variance, but 
the balance between the two can be adjusted by changing the value of K. Increasing K, increases the 
number of neighbors used to make a prediction, which can improve the accuracy of the model, but 
may also increase the bias. 

Similarly, the support vector machine algorithm typically has low bias and high variance, but 
adjusting the C parameter can change this balance. Increasing C can reduce the variance but 
increase the bias by allowing the model to tolerate more boundary violations in the training data. 

This relationship between bias and variance is unavoidable, as increasing one tends to 
decrease the other. See Figure 3 for a visual illustration. 
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Fig 2: low/high bias/variance 
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In reality, we cannot calculate the exact values of bias and variance errors because we do not 
have access to the true target function. Nonetheless, understanding the concepts of bias and variance 
can help us adjust the behavior of a machine learning algorithm in order to improve its predictive 
performance. By modifying the balance between bias and variance, we can aim to create a model 
that performs well not only on the training data but also on new, unseen data. 

 

3. The mathematical formalization of the trade-off problem between variance and bias 

Let’s assume that we have a variable 𝑌 we want to predict based on some data 𝑋. Their 
relationship can be expressed as 𝑌 = 𝑓(𝑋) + 𝑒, where 𝑒 is a normally distributed error term with a 
mean of 0. Our goal is to approximate 𝑓(𝑋) using a model such as linear regression, denoted as 
𝑓(𝑋). The expected squared error at a point 𝑥 is given by: 

𝐸𝑟𝑟(𝑥) = 𝐸�(𝑌 − 𝑓(𝑥))2� 

Expanding this expression, we obtain: 

𝐸𝑟𝑟(𝑥) = (𝐸�𝑓(𝑥)� − 𝑓(𝑥))2 + 𝐸�(𝑓(𝑥) − 𝐸�𝑓(𝑥)�)2� + 𝜎𝑒2 

𝐸𝑟𝑟(𝑥) = 𝐵𝑖𝑎𝑠2 + 𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 + 𝐼𝑟𝑟𝑒𝑑𝑢𝑐𝑖𝑏𝑙𝑒 𝐸𝑟𝑟𝑜𝑟 

Underfitting  Overfitting 
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Fig 3: Bias-Variance trade-off  
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This equation shows that the error at a point x is the sum of three terms: the squared bias, the 
variance, and the irreducible error (𝜎𝑒2). The bias represents the error due to the difference between 
the expected value of the model’s predictions and the true value of 𝑓(𝑥)). The variance represents 
the error due to the variability of the model’s predictions when trained on different datasets. The 
irreducible error is the error that can’t be reduced by any model, regardless of its complexity. 

Therefore, the total error of the model is the sum of the squared bias, variance, and irreducible error.  

Our goal is to find a model that has low total error. See Figure 4. A model with an optimal 
balance of bias and variance can generalize well to new data and avoid overfitting or underfitting. 
Hence, the bias-variance trade-off is crucial for building accurate predictive models [11]. 

 

 
4. The Bias-Variance Trade-off project 

The goal of supervised machine learning is to find a function (𝑓) that accurately predicts the 
relationship between the input predictor (𝑥) and the observed output (𝑦): 

𝑦 = 𝑓(𝑥) + 𝜀 

where 𝜀 is the noise of the data. 

We created our synthetic 𝑥 and 𝑦 by choosing a cosine wave function: 

𝑦 = 𝑐𝑜𝑠(2𝜋𝑥) + 𝜀 
We assume a normally distributed noise, with mean = 0 and variance = 1. 

Variance Bias2
 

Total Error 

Err
or 
  

Optimal balance 

Algorithm complexity 

Fig 4: Bias-Variance Trade-off 
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Fig 6: cosine function splatted into train and test data sets. 

Fig 5: cosine wave function 



GESJ: Computer Science and Telecommunications 2023|No.1(63) 
ISSN 1512-1232 

 

  12  

Our objective is to minimize the deviation of the predictor output value from the observed 
value. Let’s take the mean squared error (MSE) as a metric for this. And show that this error of the 
model consists of the square of the deviation, the variance, and the irreducible error. Since we 
cannot change the irreducible error, let’s focus on the deviation and variance errors. To illustrate the 
bias-variance trade-off, let’s fit several different polynomial functions (models) to the training data 
with increasing polynomial degree and observe the trend in MSE error as model complexity 
increases.  See Figure 7. 

 
 

 
 
 
 

Fig 7: variation of MSE trough polynomial degree 
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By observing the MSE plots while varying the polynomial degree (model complexity) from 
left to right, we can see that as the models become more complex, the train error decreases 
(reducing bias), but the test error increases significantly (increasing variance). Conversely, when the 
model complexity decreases, the performance on the train set is poor (increasing bias) but the 
generalization on the test set improves (reducing variance). 

The best fit is represented by the polynomial degree that minimizes the test error and its value 
is 10. 

 

 

 
Conclusion 

The paper provides an overview of machine learning approaches, their relevance, and the 
scope of their application. It discusses current challenges in the field, particularly the need to 
balance bias-variance in order to achieve better predictive accuracy.  

While the actual deviation and variance error cannot be calculated in most cases due to the 
unknown target function, they can be used to modify the behavior of machine learning algorithms. 

The paper describes a concrete example of how to balance bias-variance by dividing data into 
training and testing sets and reducing the bias of the output value of the predictor from the observed 
value.  

The paper emphasizes the bias-variance trade-off because irreducible error cannot be 
changed. To illustrate this trade-off, the paper fits several polynomial functions with increasing 
degree to the training data and shows the trend in mean squared error (MSE) as model complexity 
increases.  

The paper concludes by identifying a specific point in the bias-variance trade-off where 
decreasing model complexity results in poorer performance on the training data. 
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